Deployer des
ConteneursLXC |
sur Proxmox VE J

Guide technique : Création,
Configuration Reseau et
Gestion des Services

P




La nature persistante des conteneurs LXC (Lexi)

Proxmox utilise des "conteneurs systeme" qui conservent leurs données, contrairement aux

conteneurs d'application éphémeres.

-~

Autres Conteneurs (ex: Docker)

T:_—‘) Etat effacé a I'arrét. Nécessite des volumes
‘& externes pour la persistance.

~

-

LXC sur Proxmox

et données sont sauvegardes sur le disque
virtuel au redemarrage.

?‘ Comportement type VM. Fichiers, configurations
L@




Prérequis : Téléechargement du modeéle de base (Template)

1. Navigation : Allez dans le stockage _

Local de votre nceud. Storage: Local —

Name

2. Sélection : Cliquez sur Container

Templ ates pUiS Templates ﬁ debian-10-standard_10.4-1_amd64.tar.gz

s . - : : _ [E ubuntu-20.04-standard_20.04-1_amd64.tar.gz ]
3. Choix : Selectionnez une distribution

stable (Recommandé : Ubuntu 20.04 1§ centos-8-default_20200306_amd64.tar.gz
LRS). I§ archlinux-base_20200501-1_amd64.tar.gz

1§ archlinux-base_20200501-1_amd64.tar.gz
4. Action : Cliquez sur Download pour
récupérer l'image.




Initialisation : Identite et Securite
du Conteneur

Create: LXC Container

General Template Disks CPU Memory Network . | X
Demarrez |'assistant

Node pve’ avec le bouton 'Create
CTID 103 @ ID unique partagé avec les VMs CT". Définissez ici
'identité de la machine
et le mot de passe root
administrateur.

Hostname webserver-ct
Password Yy

Confirm Password eeeeeescee
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Allocation des Ressources :
Disque, CPU et Memoire

Template Disque (Root Disk)

A

Image : ubuntu-20.04-standard 8 GB

16GB ||

Taille

e CPU : 1 Cceur (Suffisant pour ce test)

Mémoire (RAM)

Memoire : 1024 MB
2512 MB
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Configuration Réseau : Connecter le Conteneur

Create: LXC Container

General Template

Disks

®

CPU  Memory

Name | ethO

MAC address auto

—

Bridge | vmbrO

—

IPv4 DHCP v

IPV6  DHCP

|

Container
(ethO)

Mode DHCP : Le routeur

. attribuera
automatiquement une

IP au démarrage.

Y

-

N

Proxmox Bridge (vmbrO)

\ Le Pont (Bridge) relie l'interface

virtuelle au réseau physique.
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Sécurité : Le concept du 'Unprivileged Container'

Option:
Unprivileged
Container
Cochée par défaut.

Cette option isole les
permissions.

User 100000
(Host)

Pourquoi ?

Si le conteneur est
pirate, I'attaquant reste
bloqué sans droits root
sur le serveur hote.

Indispensable pour la
sécurité en production.



Démarrage et Acces a la Console

Les conteneurs démarrent
presque instantanément.

Virtual Machine (VM) LXC Container (CT)

ES Proxmox Tree
Es router

1. Sélectionner le conteneur 103 (webserver-ct). 3 103 (websserver<c
- 104 (webserver-ct)
2. Cliguez sur Start. =y

3. Ouvrez I'onglet Console. e Morntogs  Strean it

4- Login : rOOt / Password : (VOtre mO't de passe)- Login : reot / Password : (votre mot de passe




Veérification de la Connectivite Réseau

root@webserver-ct:~# ip a La commande ‘ip a' con-
firme que le serveur DHCP
1: lo: <LOOPBACK,UP,LOWER_UP> ... a bien attribué une adresse

(ici 172.16.249.253) a
I'interface ethO.

L-—_

2: ethOE@1flO4: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 ...

1 Tikeke theRe be SRGET TS Yor e brditt: FTRrerist ot

inet 172.16.249.253/24 brd 172.16.249.255 scope global dynamic eth0®
valid_L1ft 3073sec preferred_Lft 3073sec
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Installation d’un Service : Serveur Web Apache

root@webserver-ct:~# apt install apache2 Note : En étant connecté
comme ‘root’ sur la console,

H1 100% la commande 'sudo’ n'est
pas necessaire. L'acces
Internet du conteneur
permet de télecharger les
paquets immeédiatement.

R —— ’

Processing triggers for systemd (245.4-4ubuntu3.11) ...
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La Problematique de I’'Acces SSH

user@laptop:~$ ssh root@172.16.249.253

Par sécurité, la plupart des distributions Linux désactivent la connexion SSH
SSH directe pour l'utilisateur 'root'. Ne forcez pas cette configuration.

La bonne pratique : Créer un utilisateur standard.



Resolution : Creation d'un Utilisateur Standard

1. Creer l'utilisateur 2. Donner les droits admin (Sudo)

root@webserver-ct:~# adduser j root@webserver-ct:~# usermod -aG sudo j

Une fois ces commandes exécutees, vous pourrez vous connecter a distance via :
ssh j@172.16.249.253
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Validation Finale : Le Test du Navigateur

ra

¥ +

& & http://f172.16.249,253

@ Apache2 Ubuntu Default Page

e g e

This is the ‘Apache2 default page and detaint or oseuite kperhas: Web server, wheravn the
browser ark configuration wit. Fin reartwsin, this parvare-is mmplefhis-iis page in on Jokim Ubuntu

persissan msraslups to p giting In the bar to mote mme version ssrver -'153!‘1-!1; 1= driked
in the page, voua rs with the default This pag 1 15 avenisable to
oasebled a digita

If you

mary

i

Anderesly configuration Lo your
envsl@iment. Sou oatviilie chang:mo-so install Ubuntu/which nom page open-inerta, This

configuration evanly os-not works. for imanevesié; how to usekit b-onis productei. #'youmaye this
configuration data invowable on configuration:

fonflgureocol/
f== configu.moof
[-=- configuration.conf

! Lm-skdp.a
f-- configu.page/
l-- “wocktosd

Le service web est accessible depuis le réseau local.
Le conteneur est opérationnel, connecté et sécurise.
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Conclusion et Challenge

Nous avons vu comment

- Déployer un conteneur
LXC persistant.

- Configurer le réseau en
mode DHCP.

- Gérer la securité via
'‘Unprivileged' et la

gestion des utilisateurs.

, Créer \

X PROXMOX

Détruire Tester

g

Le Challenge : Ne
vous arrétez pas la.
Créez d'autres
conteneurs,
cassez-les, et
recommencez. C'est
la seule fagon de
maitriser votre
infrastructure.
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